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Overview: Why Cheat?
How much information H(t|s) is in the target sentence t that is not present in the source s?
Method: give the decoder a representation of the answer (a cheat code) as an additional input, but bottleneck it.
How small a cheat code is useful?
How big a cheat code reproduces the target?

How Much Cheating?
We can vary the cheat code size and observe its effect on test set scores.

How to Cheat: Dual-Encoder

Source Reference

Encoder 1 –
Transformer

Encoder 2 –
GRU

Bottleneck

Decoder –
Transformer

Output Score against
References

Cheat Code

Interpolating Cheat Codes
Interpolate between reference
encodings, use as the cheat code:
λ · enc(refA) + (1 − λ) · enc(refB)

Conclusions
Even a single float conveys useful information about the target.
Model almost reproduces the target with 2 floats per token.
Continuous space of cheat codes between references exists.

More details?
Paper: proyag.github.io/files/papers/cheat-codes.pdf
Code: github.com/Proyag/marian-dev/tree/cheat-codes
Contact: proyag.pal@ed.ac.uk
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